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Occupation probability for acceptor in Al-implanted p-type 4H–SiC
Hideharu Matsuura,a) Koichi Sugiyama, Kazuhiro Nishikawa, Takashi Nagata,
and Nobuya Fukunaga
Department of Electronic Engineering and Computer Science, Osaka Electro-Communication University,
18-8 Hatsu-cho, Neyagawa, Osaka 572-8530, Japan

~Received 17 January 2003; accepted 12 May 2003!

Al-implanted p-type 4H–SiC layers with different implantation and annealing temperatures are
formed, and the temperature dependence of the hole concentrationp(T) is obtained by Hall-effect
measurements. The Al acceptor level in SiC is deep (;180 meV), and its first excited state level
calculated by the hydrogenic model is still deep (;35 meV), which is close to the acceptor level
of B in Si. Therefore, in order to determine the reliable acceptor density (NA) from p(T), the
Fermi–Dirac distribution function is not appropriate for Al acceptors in SiC, and a distribution
function including the influence of the excited states of the Al acceptor is required. It is
demonstrated that the proposed distribution function is suitable for obtaining the actual relationship
betweenNA andp(T) in p-type 4H–SiC. ©2003 American Institute of Physics.
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I. INTRODUCTION

Silicon carbide~SiC! has been an attractive semicondu
tor because of a wide band gap, high electron mobility
high electron-saturation-drift velocity and a high therm
conductivity. As a result, it has been regarded as a promi
semiconductor for devices operating at high powers, h
frequencies, and high temperatures. Since these device
operated in a wide temperature range, the relationship
tween a dopant density and a temperature dependence o
majority-carrier concentration in SiC becomes important
device simulation. Here, this relationship indicates a dis
bution function~i.e., occupation probability! of electrons or
holes for dopants. The Poisson equation plays an impor
role in the device simulation, and it requires an accur
dopant density and a distribution function for the dopant.

Excited states of substitutional dopants in semicond
tors have been theoretically discussed using the hydrog
model,1–3 and the existence of the excited states of dopa
~e.g., B, P! in Si or Ge has been experimentally confirm
from infrared absorption measurements at very l
temperatures.1,4–8 However, the influence of the excite
states on the majority-carrier concentration in Si or Ge
not been experimentally confirmed because the excited s
levels of the dopants in Si or Ge are too close to the allow
band edge, that is, the valence band maximum (EV) or the
conduction band minimum (EC).

Because of a dielectric constant (es) of SiC lower than
that of Si and because of a hole-effective mass (mh* ) of SiC
heavier than its electron-effective mass (me* ), the ground-
state level (DE1) of a substitutional acceptor in SiC becom
large according to the hydrogenic model, which is calcula
to be approximately 136 meV. Here,DE1 is called the theo-
retical value of an acceptor level (DEA), which is measured
from EV . The experimentalDEA was reported to be
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;180 meV from photoluminescence~PL! studies,9 suggest-
ing that central cell corrections10 make the experimenta
DEA larger thanDE1 . Since the theoretical first excited sta
level (DE2) of the acceptor in SiC is close toDEA

(;45 meV) of B in Si, the excited states of Al acceptors
SiC must affect the hole concentration, indicating that a s
able distribution function including the influence of the e
cited states should be required to investigate the relation
between the acceptor density (NA) and the temperature de
pendence of the hole concentrationp(T).

Using the Fermi–Dirac distribution functionf FD(DEA)
that does not include the influence of the excited states
acceptors, almost all of the researchers have determ
DEA , NA and the compensating density (Ncomp) in Al-doped
or Al-implanted SiC by a least-squares fit of the charge n
trality equation top(T) experimentally obtained from Hall
effect measurements.11–13 However, the value ofNA deter-
mined usingf FD(DEA) has been always much higher tha
the concentration of Al atoms (CAl), which is determined by
secondary ion mass spectroscopy.11–15This suggests that the
obtained NA should not be reliable becauseNA , which
means the density of Al atoms located at the substitutio
sites in SiC, must be less than or equal toCAl . The situation
in Mg-dopedp-type GaN has also been the same.16

The following two attempts were made to determine t
reliable NA from Hall-effect measurements;~1! the experi-
mental adjustment of Hall-scattering factor for holes (gH)
and~2! the theoretical introduction of a distribution functio
suitable for Al acceptors. Pensl has strongly insisted thatgH

should be temperature dependent~0.5–1.2!.13 On the other
hand, there are two types of reported distribution functio
including the influence:~a! the conventional distribution
function f conv(DEA) appearing in books,17–19and~b! the dis-
tribution function f (DEA) that we have proposed.14,15 Ac-
cording to f conv(DEA), since the excited states behave ju
like a hole trap,NA determined usingf conv(DEA) is much
il:
4 © 2003 American Institute of Physics
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higher thanNA determined usingf FD(DEA). In order to ob-
tain the reliableNA from p(T), therefore, we have propose
f (DEA) and have been theoretically and experimentally te
ing it.14,15

In this article, from a viewpoint of the introduction o
the distribution function, we determineNA , DEA andNcomp

in several Al-implantedp-type 4H–SiC layers with differen
implantation temperatures (Timplant) and annealing tempera
tures (Tanneal) from p(T).

II. DISTRIBUTION FUNCTIONS FOR DEEP DOPANTS

When the influence of the excited states of acceptors
p(T) is neglected because of smallDEA , f FD(DEA) can be
m

e
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made use of. The value of this distribution function atDEA is
described as20

f FD~DEA!5
1

114 expS DEA2DEF~T!

kT D , ~1!

whereDEF(T) is the Fermi level measured fromEV at T, k
is the Boltzmann constant, andT is the absolute temperature

On the other hand, we have proposed a distribution fu
tion including the influence, which is given by14,15
f ~DEA!5
1

114 expS 2
Eex~T!

kT
D FexpS DEA2DEF~T!

kT
D 1(

r 52
gr expS DEr2DEF~T!

kT
D G

, ~2!
ll
(

cell

d

whereDEr is the (r 21)th excited state level measured fro
EV , which is described as

DEr5
q4mh*

8h2e0
2es

2r 2 513.6
mh*

m0es
2r 2 ~eV! ~3!

according to the hydrogenic model,1–3 Eex(T) is an ensemble
average of the ground (r 51) and excited state (r>2) levels
of the acceptor measured fromDEA , which is given
by14,15,21

Eex~T!5

(
r 52

~DEA2DEr !gr expS 2
DEA2DEr

kT D
11(

r 52
gr expS 2

DEA2DEr

kT D , ~4!

wheregr is the (r 21)th excited state degeneracy factor d
scribed as1,17

gr5r 2, ~5!

q is the electron charge,m0 is the free-space electron mass,h
is Planck’s constant, ande0 is the free-space permittivity.
-

An average acceptor levelDEA(T) is defined by14,15

DEA~T![DEA2Eex~T!. ~6!

Since the Bohr radius (a* ) of the ground state, which is
given by2,3

a* 5
e0esh

2

pmh* q2 50.53
m0es

mh*
~Å !, ~7!

is very small in this case, the experimentalDEA becomes
larger than the theoreticalDE1 as follows:

DEA5DE11ECCC, ~8!

where ECCC is the energy induced due to central ce
corrections.10 Since the wave function extension of ther
21)th excited state is of orderr 2a* ,2 however, the excited
state levels are considered not to be affected by central
corrections.22

Moreover, f conv(DEA) was reported to be describe
as17–19
f conv~DEA!5
1

114FexpS DEA2DEF~T!

kT D1(
r 52

gr expS DEr2DEF~T!

kT D G . ~9!
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In comparison to Eq.~2!, f conv(DEA) ignoresEex(T). This
indicates that the ionization efficiency of acceptors
f conv(DEA) should be much less than that inf (DEA) or
f FD(DEA).

III. FREE CARRIER CONCENTRATION
SPECTROSCOPY

Free carrier concentration spectroscopy~FCCS! is a
graphical peak analysis method for determining the dens
and energy levels of impurities and defects in a semicond
tor even when several types of impurity species and def
are considered to be included.14,15,23–27Using an experimen-
tal p(T), the FCCS signal is defined as

H~T,Eref![
p~T!2

~kT!5/2expS Eref

kT D . ~10!

The FCCS signal has a peak at the temperature corresp
ing to each acceptor level or hole-trap level, whereEref is the
parameter that can shift the peak temperature ofH(T,Eref)
within the temperature range of the measurement, whic
discussed later. From each peak value and peak tempera
the density and energy level of the corresponding accepto
hole trap can be accurately determined.

Although FCCS can be applied in any nondegener
semiconductor including several types of acceptor spec
donor species and traps, we here focus on ap-type semicon-
ductor doped with one sort of acceptor. From the neutra
condition,p(T) is given by

p~T!5NAF~DEA!2Ncomp ~11!

in the temperature range in which the electron concentra
n(T) is much less thanp(T), where F(DEA) represents
f FD(DEA) or f conv(DEA) or f (DEA). In the case of nonde
generate semiconductors, furthermore,p(T) is given by28

p~T!5NV~T!expS 2
DEF~T!

kT D , ~12!

where

NV~T!5NV0k3/2T3/2 ~13!

and

NV052S 2pmh*

h2 D 3/2

. ~14!

Substituting Eq.~11! for one of the twop(T) in Eq. ~10!
and substituting Eq.~12! for the otherp(T) in Eq. ~10! yields

H~T,Eref!5
NA

kT
expS 2

DEA2Eref

kT D I ~DEA!

2
NcompNV0

kT
expS Eref2DEF~T!

kT D , ~15!

where

I ~DEA!5NV0 expS DEA2DEF~T!

kT DF~DEA!. ~16!

The function
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NA

kT
expS 2

DEA2Eref

kT D ~17!

in Eq. ~15! has a peak value ofNA exp(21)/kTpeakat the peak
temperature

Tpeak5
DEA2Eref

k
. ~18!

As is clear from Eq.~18!, Eref can shift the peak ofH(T,Eref)
within the temperature range of the measurement. Altho
the actualTpeak of H(T,Eref) is slightly different fromTpeak

calculated by Eq.~18! due to the temperature dependence
I (DEA), we can easily determine the accurate values ofNA

andDEA from the peak of the experimentalH(T,Eref), using
a personal computer. The Windows application software
FCCS can be freely downloaded at our web site~http://
www.osakac.ac.jp/labs/matsuura/!.

When f FD(DEA) is substituted forF(DEA) in Eq. ~16!,
the values ofNA , DEA andNcomp determined by FCCS co
incide with those determined by the curve-fitting procedu
of p(T) using f FD(DEA). In the following sections, there
fore, FCCS is applied to determineNA , DEA andNcomp cor-
responding tof FD(DEA) or f conv(DEA) or f (DEA).

IV. EXPERIMENT

In order to formp-type 4H–SiC layers, Al ions were
implanted at room temperature or 1000 °C to 5-mm-thick
n-type 4H–SiC epilayers with N atoms of 2.531015 cm23

on n-type 4H–SiC$0001% substrate with 8° off tô 112̄0&
direction. In order to obtain a box profile ofCAl , sevenfold
Al ion implantation was carried out with different energie
onto the SiC epilayer surface tilted to 7° to normal. Ea
dose of Al ions was 3.031014 cm22, and the implantation
energies were 1.0, 1.6, 2.4, 3.3, 4.4, 5.6, and 7.0 meV. A
the implantation, the sample was annealed at 1443
1575 °C for 1 h in an Ar atmosphere. The Rutherford ba
scattering spectroscopy~RBS! spectra were measured usin
2 meV He ions. In this case, the deepest measurable dep
SiC was;1 mm from the surface.

The 1.3-mm-thick layer from the surface was remove
by reactive ion etching using a mixture of CF4 and O2, and
then the sample was cut into a 434 mm2 in size. Ohmic
metal ~Al/Ti ! was deposited on four corners of the etch
surface, and the sample was annealed. Thep(T) in the
p-type layer formed by the Al implantation was measured
the van der Pauw method in the temperature range of
and 420 K and in a magnetic field of 1.4 T.

V. RESULTS

Figure 1 shows the profile ofCAl calculated by the
Monte Carlo simulation program of the stopping and ran
of ions in matter~SRIM-2000! after Biersack,29 where the
density of SiC used in calculation was 3.2 g/cm3.30 From
Fig. 1, the box profile ofCAl is confirmed, and the averag
CAl in the p layer is;131019 cm23.

Figure 2 shows the RBS spectra for the random a
virgin samples, and samples implanted at room tempera
or 1000 °C. The yield in the sample implanted at 1000 °C
 license or copyright, see http://ojps.aip.org/japo/japcr.jsp
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substantially below that in the sample implanted at ro
temperature, indicating that the dynamic annealing dur
elevated temperature implantation prevented making
layers amorphous. The RBS spectra of the annealed sam
were close to the virgin level, indicating that the damage d
to the ion implantation was almost annealed out. Since
atoms located at substitutional sites of SiC crystal can o
act as an acceptor,NA should be lower than or close toCAl of
;131019 cm23.

Four p-type 4H–SiC layers with differentTimplant and
Tannealwere investigated, as shown in Table I. Figure 3 d
picts four temperature dependences of the hole mob
mp(T). The solid circles, open circles, solid triangles, a
open triangles representmp(T) for pSiC~HH!, pSiC~HL!,
pSiC~LH!, and pSiC~LL !, respectively. Twomp(T) for
pSiC~HH! and pSiC~LH! are higher than those fo
pSiC~HL! and pSiC~LL !, indicating that highTanneal is ef-

FIG. 1. Profile of Al concentration simulated by SRIM-2000.

FIG. 2. RBS spectra for virgin and random samples, and samples impla
at room temperature or 1000 °C.
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fective on mp(T). In almost all of the measuremen
temperature range, phonon scattering is considered to
dominant. Therefore, it is considered thatgH is independent
of T.

In general, gH53p/8.1.18 for phonon scattering
while gH5315p/512.1.93 for ionized impurity scattering
that is dominant at low temperatures.31 In p-type Si,gH is
theoretically derived to be;0.73 for optical-phonon scatter
ing, while gH is ;1.43 for acoustic-phonon scattering
p-type Ge.32 Judging from these reports,gH51 is not a bad
assumption.

Figure 4 shows fourp(T) obtained usinggH51, where
the relationship betweenp(T) and the experimentally ob
tained Hall coefficient (RH) is expressed as

RH5
gH

qp~T!
. ~19!

The solid circles, open circles, solid triangles, and open
angles representp(T) for pSiC~HH!, pSiC~HL!, pSiC~LH!,
and pSiC~LL !, respectively. Twop(T) for pSiC~HH! and
pSiC~LH! are higher than those forpSiC~HL! and
pSiC~LL !. While p(T) in pSiC~LH! is the highest at low
temperatures,p(T) in pSiC~HH! is the highest at high tem
peratures.

Figure 5 shows fourDEF(T) calculated using

DEF~T!5kT lnFNV~T!

p~T! G , ~20!

edFIG. 3. Four temperature dependencies of hole mobility for sample pre
ration conditions with various implantation and annealing temperatures

TABLE I. Sample preparation conditions.

Sample number Timplant (°C) Tanneal(°C)

pSiC(HH) 1000 1575
pSiC(HL) 1000 1443
pSiC(LH) Room temperature 1575
pSiC(LL) Room temperature 1443
 license or copyright, see http://ojps.aip.org/japo/japcr.jsp
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wheremh* , which is required to calculateNV(T) in Eq. ~13!,
is assumed to bem0 .33 The solid circles, open circles, soli
triangles, and open triangles representDEF(T) for
pSiC~HH!, pSiC~HL!, pSiC~LH!, and pSiC~LL !, respec-
tively. In the case of shallow dopants,DEF(T) increases mo-
notonously with increasingT. In n-type SiC withN donors,
DEF(T) increases monotonously withT in the temperature
range of 80 and 420 K andDEF(T) is higher than the energ
level of N donors.25,27 In p-type SiC, however,DEF(T) de-
creases with increasingT, suggesting that the hole
occupation probability for the Al acceptor should be differe
from that for shallow dopants. SinceDEF(T) is between
0.12 and 0.14 eV, moreover, the Fermi level is located

FIG. 4. Four temperature dependencies of hole concentration for sa
preparation conditions with various implantation and annealing temp
tures.

FIG. 5. Four temperature dependencies of Fermi level measured fromEV

for sample preparation conditions with various implantation and annea
temperatures.
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tweenEV andDEA of ;0.18 eV obtained from PL,9 indicat-
ing that it should be impossible to ignore the influence of
excited states of the Al acceptor onp(T).

VI. DISCUSSIONS

A. Distribution function suitable for Al in SiC

The open circles in Fig. 6 represent the experimen
H(T,Eref) with Eref50.231 eV forpSiC~HH!. In the FCCS
analyses,H(T,Eref) was calculated by interpolatingp(T)
with a cubic smoothing natural spline function at intervals
0.1 K. The peak temperature and peak value ofH(T,0.231)
are 381.8 K and 5.8631042 cm26 eV22.5, respectively. Since
only one peak appears in the figure, it is considered that th
is only one acceptor level inpSiC~HH!. Table II showsNA ,
DEA and Ncomp determined by FCCS usingf (DEA) or
f FD(DEA) or f conv(DEA) from this peak.34 In f (DEA) or
f conv(DEA), the highest excited state considered in the FC
analyses is the fourth excited state. Sincees510, the excited
state levels are estimated to beDE2534.0 meV, DE3

515.1 meV, DE458.5 meV, andDE555.4 meV. All the
DEA shown in Table II are close toDEA determined from
PL. The value ofNA determined usingf (DEA) is close to
CAl , while two NA determined using f FD(DEA) and
f conv(DEA) are much higher thanCAl ,

35 suggesting that
f (DEA) is more appropriate for determiningNA from p(T)
than the others.

le
a-

g

FIG. 6. ExperimentalH(T,Eref) ~open circles! and threeH(T,Eref) simu-
lated with values determined by FCCS usingf (DEA) ~solid line!, f FD(DEA)
~broken line!, or f conv(DEA) ~dotted line!.

TABLE II. Dependencies of results on distribution functions.

Distribution function NA (cm23) DEA ~meV! Ncomp (cm23)

f (DEA) 1.2131019 177 2.2931017

f FD(DEA) 4.8531019 157 2.4531018

f conv(DEA) 4.6931020 167 1.6231019
 license or copyright, see http://ojps.aip.org/japo/japcr.jsp
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Figure 6 also shows threeH(T,Eref) simulated by Eq.
~15! using NA , DEA and Ncomp shown in Table II and
DEF(T) obtained from Eq.~20! with the experimentalp(T).
The solid, broken, and dotted lines represent the simula
H(T,Eref) for f (DEA), f FD(DEA), and f conv(DEA), respec-
tively. Although all the peaks of the three simulate
H(T,Eref) coincide with the peak of the experiment
H(T,Eref), the solid line is in agreement with the experime
tal H(T,Eref) better than the others. This indicates thatNA ,
DEA andNcomp determined usingf (DEA) are more reliable
than the others.

Figure 7 shows the experimentalp(T) ~open circles! and
threep(T) simulated by Eqs.~11! and ~12! usingNA , DEA

and Ncomp shown in Table II. The solid, broken, and dotte
lines represent the simulatedp(T) for f (DEA), f FD(DEA),
and f conv(DEA), respectively. All the simulatedp(T) are in
good agreement with the experimentalp(T). This indicates
that it is difficult to investigate the influence of the excite
states of the acceptor onp(T) by the curve-fitting procedure
of p(T).

Figure 8 shows the experimentalDEF(T) ~open circles!
and two simulatedDEF(T). Solid and broken lines in the
figure correspond tof (DEA) and f FD(DEA), respectively.
The solid line is in agreement with the experimentalDEF(T)
better than the broken line, which results in a coincidence
values between the experimentalH(T,Eref) and the
H(T,Eref) simulated usingf (DEA). Therefore, FCCS is con
sidered to be an analysis method suitable for investiga
the influence of the excited states of dopants more than
curve-fitting procedure ofp(T).

Figure 9 shows the influence of the excited states
p(T). The open circles represent the experimentalp(T), and
solid and broken lines representp(T) simulated using
f (DEA) and f FD(DEA) with NA51.2131019 cm23, DEA

5177 meV and Ncomp52.2931017 cm23, respectively.
From the figure, it is considered that the excited states

FIG. 7. Experimentalp(T) ~open circles! and threep(T) simulated with
values determined by FCCS usingf (DEA) ~solid line!, f FD(DEA) ~broken
line!, or f conv(DEA) ~dotted line!.
Downloaded 04 Aug 2003 to 133.89.3.21. Redistribution subject to AIP
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acceptors enhance the ionization efficiency of acceptor
high temperatures.

In Fig. 10, the solid, chain, and broken lines repres
DEA(T), DEF(T), and exp(2Eex(T)/kT), respectively,
which are simulated usingNA , DEA and Ncomp determined
using f (DEA). DEA(T) decreases withT, and thenDEA(T)
above 420 K becomes lower thanDEF(T), indicating that
the ionization efficiency of the Al acceptors increases rapi
with T. In other words, exp(2Eex(T)/kT) decreases rapidly
with T. In Eq. ~2!, the function

(
r 52

gr expS DEr2DEF~T!

kT D ~21!

FIG. 8. ExperimentalDEF(T) ~open circles! and two DEF(T) simulated
with values determined by FCCS usingf (DEA) ~solid line! or f FD(DEA)
~broken line!.

FIG. 9. Experimentalp(T) ~open circles! and two p(T) simulated using
f (DEA) ~solid line! or f FD(DEA) ~broken line!. In the simulation, the values
determined by FCCS usingf (DEA) are used.
 license or copyright, see http://ojps.aip.org/japo/japcr.jsp
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signifies that the excited states behave just like a hole t
while the function

expS 2
Eex~T!

kT D ~22!

means that the holes bounded to the acceptors can eas
emitted to the valence band because the holes trapped a
excited states of acceptors can be thermally emitted m
easily than those at the ground state. Therefore,NA required
to meet the experimentalp(T) becomes the reasonable val
in the case off (DEA).

When the simulatedH(T,Eref) is similar to the experi-
mentalH(T,Eref), the simulatedp(T) is always fitted to the
experimentalp(T). However, the opposite is not alway
true. This indicates that the curve-fitting procedure ofp(T) is
not suitable for investigating the influence of the excit
states on the majority-carrier concentration. Moreover, i
found that not only the influence of the excited states but a
Eex(T) should be considered in the analysis ofp(T) in a
semiconductor including deep dopants.

B. Effects of implantation temperature and annealing
temperature

Table III showsNA , DEA and Ncomp for pSiC~HH! or
pSiC~HL! or pSiC~LH! or pSiC~LL !. All the obtained val-
ues are considered to be reliable, because all theNA are less
than or close toCAl and because all theDEA are close to

FIG. 10. Temperature dependencies ofDEA(T) ~solid line!, DEF(T) ~chain
line! and exp(2Eex(T)/kT) ~broken line!, which are simulated withNA ,
DEA andNcomp determined usingf (DEA).

TABLE III. NA , DEA and Ncomp for samples with variousTimplant and
Tanneal.

Sample number NA (cm23) DEA ~meV! Ncomp (cm23)

pSiC(HH) 1.2131019 177 2.2931017

pSiC(HL) 9.4931018 187 1.6231017

pSiC(LH) 7.1431018 178 6.6431016

pSiC(LL) 5.4431018 183 1.2331017
Downloaded 04 Aug 2003 to 133.89.3.21. Redistribution subject to AIP
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DEA obtained from PL. Here, all theNA determined using
f FD(DEA) and f conv(DEA) are much higher than 1
31019 cm23.

As is clear from Table III, almost all of implanted A
atoms are located at the substitutional sites inpSiC~HH!,
while only an half of implanted Al atoms are at the substi
tional sites inpSiC~LL !. By making a comparison betwee
two NA in pSiC~HH! and pSiC~LH!, Timplant is effective in
forming acceptors in SiC.

In Fig. 5, the shape ofDEF(T) in pSiC~HH! resembles
that inpSiC~HL!, while the shape inpSiC~LH! is like that in
pSiC~LL !. Therefore, it is possible thatTimplant affects the
shape ofDEF(T). This may correlate with the dependen
of DEA on Timplant, sinceDEA in the samples annealed a
1575 °C are lower thanDEA in the samples annealed a
1443 °C.

VII. CONCLUSION

Al-implantedp-type 4H–SiC layers with variousTimplant

and Tanneal were fabricated, andp(T) in those layers were
obtained from Hall-effect measurements. Then,NA , DEA

andNcomp were determined fromp(T) using three kinds of
distribution functions for acceptors. Since the Fermi lev
was located between the acceptor level andEV in these
samples, the proposed distribution function considering
influence of the excited states of dopants was found to be
most suitable for investigating the relationship betweenNA

andp(T) in Al-implantedp-type 4H–SiC. Moreover, it was
demonstrated that the proposed FCCS could study this in
ence in detail, while the curve-fitting procedure ofp(T)
could not. WhenTimplant51000 °C andTanneal51575 °C, al-
most all of implanted Al in 4H–SiC atoms was found to a
as an acceptor.
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